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WRF on MIC 

• Community regional weather model developed and supported 
at NCAR in use at NREL for 

– Wind and solar assessments 

– Wind plant aerodynamics 

– Offshore wind environments 

• High performance computing 
– Hybrid parallel 

• MPI parallel using 2-D horizontal domain decomposition 

• Each MPI subdomain further subdivided over OpenMP threads 

• Significant potential for vector parallelization 

– Computational footprint 
• Relatively low arithmetic intensity and limited operand reuse 

• Large working set sizes overflow caches 

– Generally good coarse-grain scaling but relatively poor processor 
performance as a percentage of peak 
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Improving WRF on Multi-/Many-core (easy) 

• Options and directives 

– -O3 (-fp-model-precise may also be needed) 

– -align all, -fno-alias 

– -vec-report3, detailed report of what loops vectorized or why not 

– $DEC! SIMD or $DEC! VECTOR ALWAYS 

– DYNAMIC or STATIC clauses for OpenMP PARALLEL DO 

• Environment 

– KMP_AFFINITY  (scatter is usually good) 

– OMP_STACKSIZE 

– OMP_NUM_THREADS 
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Improving WRF on Multi-/Many-core 

• Moving the MPI and OpenMP transition 

– Need to cover 50+ cores each running 1-4 threads 

• 1 task and all parallelism through threading 

• MPI task-per-core with 1-4 threads for latency hiding 

• Something in between 

– On conventional multicore best performance has been with 

straight MPI 

• Manages locality  

• Overhead for message passing is sub-optimal for multi-core 

– Wastes space – buffers and duplicated application storage 

– Wastes time and BW – copying in MPI and for message aggregation  

– Wastes memory bandwidth 

– One-sided cache-to-cache models, e.g. PGAS? 
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Improving WRF on Multi-core (harder) 

• Code restructuring 

– Fusing loops (beyond what compiler is able to do) 

– Tiling into statically sized thread-local arrays 

• Helps shrink and align working set for cache and vector friendliness and 
makes array dimensions available to the compiler 

• Usefully employed with WRF microphysics module 

• Assumes enough work within routine to offset cost of copying into and out 
of tile-sized arrays 

• Functional fusion can provide even more work and reuse 

– Storage order and loop nesting order 

• WRF arrays and loops are i,k,j with i-innermost/fastest varying 

• Switching to k,i,j in combination with tiling, above, may improve vector 
performance and cache locality 

• Different algorithms (hardest) 
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www.mmm.ucar.edu/wrf/WG2/GPU 
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Vector dimension 

Adapting Microphysics to MIC 

• First attempt 

– Compiled “vanilla” WSM5 kernel with OpenMP and vectorization 

– Applied simple optimization to fuse loops over vertical  

      ~8% improvement 

• Additional optimization: 

– Convert arrays to thread-local tiles with compile-time-known 

dimensions 

– Copy into and out of these arrays on each OpenMP thread 

      > 2x performance improvement 

• Whole-code performance improvement 

    1.11x (theoretically possible: 1.33x) 



10                                                                                                                                                                                     Innovation for Our Energy Future 

Vector dimension 

Adapting Microphysics to MIC 

• First attempt 

– Compiled “vanilla” WSM5 kernel with OpenMP and vectorization 

– Applied simple optimization to fuse loops over vertical  

      ~8% improvement 

• Additional optimization: 

– Convert arrays to thread-local tiles with compile-time-known 

dimensions 

– Copy into and out of these arrays on each OpenMP thread 

      > 2x performance improvement 

• Whole-code performance improvement 

    1.11x (theoretically possible: 1.33x) 



11                                                                                                                                                                                     Innovation for Our Energy Future 

Vector dimension 

Adapting Microphysics to MIC 

• First attempt 

– Compiled “vanilla” WSM5 kernel with OpenMP and vectorization 

– Applied simple optimization to fuse loops over vertical  

      ~8% improvement 

• Additional optimization: 

– Convert arrays to thread-local tiles with compile-time-known 

dimensions 

– Copy into and out of these arrays on each OpenMP thread 

      > 2x performance improvement 

• Whole-code performance improvement 

    1.11x (theoretically possible: 1.33x) 



12                                                                                                                                                                                     Innovation for Our Energy Future 

Vector dimension 

Adapting Microphysics to MIC 

• First attempt 

– Compiled “vanilla” WSM5 kernel with OpenMP and vectorization 

– Applied simple optimization to fuse loops over vertical  

      ~8% improvement 

• Additional optimization: 

– Convert arrays to thread-local tiles with compile-time-known 

dimensions 

– Copy into and out of these arrays on each OpenMP thread 

      > 2x performance improvement 

• Whole-code performance improvement 

    1.11x (theoretically possible: 1.33x) 



13                                                                                                                                                                                     Innovation for Our Energy Future 

Vector dimension 

Adapting Microphysics to MIC 

• First attempt 

– Compiled “vanilla” WSM5 kernel with OpenMP and vectorization 

– Applied simple optimization to fuse loops over vertical  

      ~8% improvement 

• Additional optimization: 

– Convert arrays to thread-local tiles with compile-time-known 

dimensions 

– Copy into and out of these arrays on each OpenMP thread 

      > 2x performance improvement 

• Whole-code performance improvement 

    1.11x (theoretically possible: 1.33x) 



                                                                                                                                                                                    Innovation for Our Energy Future 14                                                                                                                                                                                     Innovation for Our Energy Future 

Effects of optimization 

• Performance improvement 

relative to original Fortran 

on Knights Ferry for WRF 

Microphysics Kernel 

• Changes for Intel MIC 

coprocessors improve 

results on Intel Xeon 

processors too 



15                                                                                                                                                                                     Innovation for Our Energy Future 

Reactive Atmospheric Chemistry Solver 

• WRF-Chem RADM/SORGAM configuration (Grell, Peckham) 
– 61 species 

– 159 reactions 

– 28889 cell domain, each cell independent (chem is O(10) cost meteo.) 

– KPP generated Rosenbrock Solver, double precision 

• Linford, J.; Michalakes, J.; Vaccharajani, M.; Sandu, A. (2009). 
"Multi-core Acceleration of Chemical Kinetics for Modeling and 
Simulation." Proceedings SC'09 

– GPU, Cell, and multithreaded multicore implementations 

– Very large working set, very low computational intensity 

– Difference between good and bad performance was ability to fit in 
cache/local store on Cell BE and Nehalem, but not on GPU 

– MIC cores have L2 caches similar size to Cell BE  
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Reactive Atmospheric Chemistry Solver 

• MIC implementation 

– Collapse and OpenMP thread of triply nested loop over cells of 

WRF-Chem domain 

– Dynamic thread scheduling 

– Add an inner dimension over cells for each array in Rosenbrock 

solver with masking to turn off cells as they reach convergence 
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  W( 53 ) = -a 

  W( 54 ) = W( 54 ) + a*JVS( 506 ) 

  W( 55 ) = W( 55 ) + a*JVS( 507 ) 

  W( 56 ) = W( 56 ) + a*JVS( 508 ) 

  W( 57 ) = W( 57 ) + a*JVS( 509 ) 

  W( 58 ) = W( 58 ) + a*JVS( 510 ) 

  W( 59 ) = W( 59 ) + a*JVS( 511 ) 
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Reactive Atmospheric Chemistry Solver 

• MIC implementation 

– Collapse and OpenMP thread of triply nested loop over cells of 

WRF-Chem domain 

– Dynamic thread scheduling 

– Add an inner dimension over cells for each array in Rosenbrock 

solver with masking to turn off cells as they reach convergence 

 

 

  W( 53 ) = -a 

  W( 54 ) = W( 54 ) + a*JVS( 506 ) 

  W( 55 ) = W( 55 ) + a*JVS( 507 ) 

  W( 56 ) = W( 56 ) + a*JVS( 508 ) 

  W( 57 ) = W( 57 ) + a*JVS( 509 ) 

  W( 58 ) = W( 58 ) + a*JVS( 510 ) 

  W( 59 ) = W( 59 ) + a*JVS( 511 ) 

WHERE ( vecMask )   

  W0(:,53) = -a0(:) 

  W0(:,54) = W0(:,54) + a0(:)*JVS0(:,506) 

  W0(:,55) = W0(:,55) + a0(:)*JVS0(:,507) 

  W0(:,56) = W0(:,56) + a0(:)*JVS0(:,508) 

  W0(:,57) = W0(:,57) + a0(:)*JVS0(:,509) 

  W0(:,58) = W0(:,58) + a0(:)*JVS0(:,510) 

  W0(:,59) = W0(:,59) + a0(:)*JVS0(:,511) 
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Reactive Atmospheric Chemistry Solver 
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Ongoing/Future work 

• Continue investigating code transformations/ 

reformulations that will enhance locality and concurrency 

• Adapt other atmospheric model kernels to Intel MIC 

– Tracer advection (similar to CAM-SE work) 

– Other physics, with fusion 

• Whole code performance analysis and optimization 

• Apply to other NREL mission-critical codes (OpenFOAM) 
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Summary 

• Atmospheric models have abundant parallelism that must 

be fully utilized on extreme scale systems 

• Many-/multi-core processors have potential to recover 

fine-grained and thread parallelism cost effectively (in 

both dollars and watts) 

• Challenges: large memory footprint, low computational 

intensity, and flat profiles, performance programming 

 


